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The average of hourly temperafure readings in a 24hour period, in Celsius

2 Daily Total Rainfall

The depth of precipifation as a liquid - All precipitation is included, nof just rainfal,
but it is melted if necessary for the measurement Heights less than 0.09mm
are recorded as a “trace” or “tr”

3. Daily Total Sunshine

Recorded fo the nearest 10th of an hour (6 minufes)

% Daily Mean Wind Direction

Given as a bearing and/or in cardnal (compass) directions

5. Daily Mean Windspeed

Averaged over 24 hours of a day (midnight o midnight), in Knofs, nautical miles
per hour where | inof = | 1omph. Can also be cafegorised by the Beaufort
Scale.

6. Daily Maximum Gust

The highest insfantaneous windspeed recorded, in hnots

7 Daiy Maximum Gust Direction

The direction of the maximum gust of wind recorded

8. Daily Maximum Relative Humidity

A percentage of air safuration with water vapour. Relative humidities above
957 resulf in mist or fog

9 Daily Mean Cloud Cover

Measured in eighths of the sky that is covered (Oktas)

0. Daily Mean Visiiity

The greatest horizonfal distance at which an object can be seen in daylight,
measured in decametres (Dm)

[ Daily Mean Pressure /
\\meosured in hectopascals (hPa) /
7
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/ THEBIAUFORT SCALE h
: Beaufort Scale Description Av. Wind Speed 1
| [0m above ground 1
|
| 0 Calm < | Bnot I
: 13 Light I— 10 Hnofs '
I
I 4 Moderafe [1- 16 hnots 1
'\ 5 Fresh I7 — 21 Fnots !
/
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Northern Hemisphere
Coastal
Warm & Wet

LBE LARGE M&L S&,

// WHAT DO I NEED TO kKNOW? \
| What the Large Data Set is about \

The Edexcel LDS has samples on weather data in dif ferent

locations for certain time periods The data is provided by the

Met Office

The LDS contains the weather data for 5 UK weather

stations and 3 weather stafions overseas

2.How to clean the data

N/ A should be removed before calculations

tr (frace) should be turned fo O

3. Locations

Learn maps and understand geographical significance of

North, South, Coastal efc,

4. Dates

Remember the Large Dafa Set only has information from

May—October 1987 and May—October 2015. Anything

between November and April is oufside the range of our

data

5. Understand OKTAS

A measure of the fraction of the celestial dome covered by

cloud, measured in

eighths. O oktas represents a clear shy,

while a value of 8 indicates complete overcast.

6. How to convert units
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[knot = 151 mph
7. Limitations
\These sfations do nof fell us about the whole Uk /
N /
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,/ UK DATA \
|
! Location Temp Range Wind Speed I
: (Nto$) (%C) Range (kn) |
I Leuchars 4-9 3-23 :
: Leeming 4-23 3-1r |
|
: Heathrow 8-29 3-19 I
I Hurn 6-24 2-1 :
|
\ Camborne 10- 20 3-18 !
N /
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Northern Hemisphere
Inland
Extreme temps

Southern Hemisphere
(WINTER)
Coastal, Windy
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+ TYPES OF SAMPLING \\
LT TTTTETTEEETTT =~ [ |
+" KEY WORDS & DEFINITIONS , | Simple Random Samping ;
: 1 1 Every sample of a specified size has an equal chance
i | Population : : of being selected from a sampling frame :
: Whole set of items that could be sampled 1 1 2 Systematic Sampling I
1 2 Census : : [ltems are chosen at regular intervals from a sampling :
: Observafions faken from the enfire 11 frame. I
I population | | 3 Stratified Samping !
: 3. Sample 1 Random samples are faken proporfionally from I
I Observafions faken from a subset of the : : mutually exclusive groups or strafa. :
: populafion 1 4 Quota Sampling I
: 4 Sampling Unit : : Non-random sample is faken fo fulfil predefermined :
1 One individual observafion sef from the : : quofas for dfferent categories :
: population i 1 9 Opportunity Sampling \
1 5. Sampling Frame : : Non-random sample is selected from avaiable :
- A numbered (or nomed) st of indvidua 11 sampling units I
i sampling unifs Y /
| 6 Strafa LN _of
\ A subset of the population R e
\ _______________ _ 4 C[NSUS VS SAMPLE .
l | Quantifative Data

Includes every member Less time consuming

: Variables or dafa associafed with a numerical value. B0 of the population fo fo collect and process
1 2 Qualitative Data g gve a fuly data Fewer people
1 A . . . S representafive set of needed therefore
1 Variables or dafa associated with a non-numerical S dla T

value

Time consuming & May not be fully
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: 3. Gonfinuous ‘é expensive. Cannot be representafive of

: Variables that can fake any value. Measured % used when festing ~ population Qufliers or

4 Dcrete < [ e

! Variables that can only Take specific values. Counted, | fa | !

N\ 7’ e

4 WHAT DO I NEED TO KNOW? A
1 | Advantages & Disadvantages I
: Why is one fype of sampling more appropriate than another. Consider time, cost, bias, ease, accuracy of :
1 populafion representation I
|2 How fo work with Grouped Data :
I Undersfand inequalities. Find maximum, minimum & midpoint of each group. '
| 3. How to use the Large Data Sef :
\ Be able To clean data, Take samples and comment on findings y
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/K[\’ WORDS & DEFINITIONS

. Measure of Location
A single value which describes a posifion in a data set
2. Measure of Central Tendency

A measure of location which describes the central posifion in a data set

3. Measure of Spread or Dispersion
A value which describes how spread ouf the data is
4 Mean

The sum of all the dafa divided by how many pieces of dafa there are. Includes

all pieces of data Affected by outliers
5. Median Q,

The middle value when the data values are put in order. Does notf include all

pieces of dafa Not affected by oufliers
©. Mode

The value that occurs most offen in the data Good for non-numerical data

7.Modal class
The class that has the highest frequency in grouped dafa
8. Lower Quartie Q

A measure of location that is one quarter of the way through the dafa sef

9. Upper Quartie Qs

A measure of location that is three-quarters of the way through the dafa set

0. Percentie

A measure of location that is the specified percentage of the way through the

data set
| Range

The difference between the largest and smallest values in a data set. Affected

by outliers
2. Inter-quar tile Range

The difference between the upper and lower quartiles in a dafa set Qs — Q

Not affected by outliers
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ASURES OF LOCATION & SPREAD

\

'I/ IMPORTANT FORMULAL \‘
| Mean: e :
| n |
| Mean from  Ifx :
I Frequency TYF !
| |
| T .
1 Variance o “: I
|

TN N LI
| |
| |
\ ]

Standard Deviation o = V Variance

\

If datais codedusing ¥ =

Mean of coded data= ¥ =
sd of coded data = Oy = —

To find mean & sd of original data use:
X=by+a

n - - —
o e e - - - - -

7 INTERPOLATION N
" Assume data values are evenly distribufed within each class then esfimate median or \|
: percentile values using propor tional reasoning I

I
I I
I e 0=19720=29 1 30°39 " |7 people .. median is 9™ person I
! Frequency 4 8 9™ person is in 20 — 29 group :
: Cumulative Freq [ 12 Take boundaries fo be 195 & 295 :
I I
. 195 median 295 :
[ @ o— |
I I
I 4" person 9™ person 12 person I
I I
: m— 195 ] 9_4 :
g 295— 195 2-4 ;
\ /

N m = 2575 R
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REPRESENTATIONS OF DATA -~~~ ==~

'I WHAT DO I NEED TO KNOW \
g \\ | Comparing 2 sefs of data :
II KLY \_"ORDS ¢ DEFINITIONS v 1 Galeulate & compare the measures of location :
. | Outiier ' 1 Calulate & compare the measures of spread
1 A dafa value that lies beyond expected i1 Compare outliers if applcable :
: exfremifies. These are usually calculated as a : : Mean & sd go Together |
: mulfiple of The interquarile range oboveA the |1 Medan & I0R go fogether :
1 upper quartile or below The lower quarfie || Ensure al comparisons are done IN CONTEXT 1
I e either greafer than Qs * k(Qs — Q) Lo :
| or less than Q —k(Qs — Q) I 1 Histograms |
| 2 Cleaning || Areaof bar oc Frequency so |
: The process of removing anomalies from the :I '\ Area of bar = K x Frequency |
\ data set ;  Areadoes NOT aways = Frequency /
\ N ' _ / S - s ’
p e T T T T T T T T T T T T T T TFTF T TFTFETTE T TETETETE T T TETE ST ST TSRS, ~ \
1 BOX PLOTS \I
| nterquartile Range
: Box plofs are rarely symmetrical OUTW | " OuTers :
_ L _ ,
| 257 of the dafa lies within each secfion “ O.C_Ii -4_{00 |
1 1 510R Median 03 3 15M10R !
: Always use the same scale when comparing box L, T I
I plots :
\
. e —————————————
, sl TTTTEEEEEEEEES . g ~
'l CUMULATIVE FRIQUINCY R /© HISTOCRAMS \\\
| N | 'I Time [Frequency [ Fraveeey —— "Ly = glass width \
I 12 1 I 0<t<10 20 2 20+10 |
I 30 1 I 10<t<15 15 3 15+5 1
! * L lﬁ::fig 1; 1?3 12:2 |
1 ; : 1 25<t<40 6 04 6+15 !
| g 20 | | 3.0 1
I £" I | 25 1
1 § 14 1 1 Frequency 2-0 !
| § 12 I 1 Density ..o |
1 “_. 1 I 1.0 1
l ‘ ;! os '
1 4 I | 0 Time !
| 20_1\/ I 1 0 5 10 15 20 25 30 35 40 |
: P o I : Histograms are used fo represent grouped confinuous data :
| e : | Area of bar =k x frequency  Frequency :
. Plot paints af the upper lmifs of group 1, If k= | Then frequency density - - I
| . I class width |
! boundaries ! |
i Ensure it makes sense fo exirapolate the ! : You may need fo find the areas of parts of bars if questions |
I ocurve af the beginning : I don’t use the class boundaries. :
: Be careful of questions that ask “How : " Joining the midde of the tops of each bar in a histfogram 4
'\ many are more than...” ! \\Forms a frequency polygon y
\ / N ’

~ 4 ~ /
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STATISTICAL DISTRIBUTIONS
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4 I([\’ WORDS ¢&: DEFINITIONS \

| | Random variable A variable whose oufcome

: depends on a random event

12 Sample space The range of values a variable can
: Toke.

1 3 Discrete variable A variable that can only fake

: specific values

1 4 Probability Distribution A full description of the

; Probability of all possible oufcomes in a sample space.
:

|

|

|

|

|

|

|

5 Uniform distribution When the probabiities in a

dsstribution are all equal

o Binomial Distribution A distribufion where the

random variable, X, represents the number of

successful frials in an experiment.

7 Cumulative probability distribution The sum of
‘\ probabilifies up to and including the given value.
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4 BINOMIAL DISTRIBUTION \

| Conditions for a binomial distribution B(n , p )

* Only two possible oufcomes (success/falure)
* Fixed number of trials, n

* Fixed probabiify of success, p

* Trials are independent of each ofher

Probabiity mass function of a Binomial distribution
n _
px=7)=(")pr(1-p)""
Binomial Cumulative Probabiity Function

The sum of all the individual probabilities up to and including the
given value of x in the calculation for P(X < x )

These values can be found in the Tables or on a calculator.

Cocton

- o e o e s e M e M E M e Mm M M M M M e e M e e e e

Greater than 5 X>5 |—P(X <5)
No more than 3 X<3 P(X < 3)
At least 7 X>7 —PX <0
Fewer than 10 X<l0 PX <9)
\ Af most & X<3 P(X < 8) /
\
9 /
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," WHAT DO I NEED TO KNOW \

! Probabilifies of all possible oufcomes add fo |
LEP(X = x) = | for al x

|

: Probability distribufions can be described in

' different ways. Eq if X = the score when a
| fair die is rolled

1
|
|
|
|
|
|
|
|
|
|
' Table: :
I |
Bl 2 5 4 5 6
|
] P | S S S W
! 6 6 6 6 6 I
|
\ Probabiity Mass Function: |
|
|
I . |
: g, X = |,2,3,L|',5,6 1
|
L PX = x) = !
. 0 otherwise |
|
' Diagram: |
|
1 P(X = x) l
11 :
6 !
! :
I |
|
! )
\ 123456 x
\\ ________________ ’/
;/ CALCULATORS FOR BINOMIAL A
|
| Casio Fx-99 1 EX
: Menu 7 — Binomial CD or Binomial PD
|
| Casio C650:
1 Menu 2 - F5 Dist — Fb Binomial — Bpd or Bed
|
\\ /
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IHYPOTHESIS TESTING
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KEY WORDS & DEFINITIONS

| Hypothesis Test

A process that considers the probabiity of an observed (or calculated)
value occurring

2 Null Hypothesis, Hy

The hypothesis about the parameter that is assumed to be correct
3 Aiternative Hypothesis, H,

The hypothesis about the parameter if the assumption is not correct
I} Test Statistic

The result of an experiment, or the value calculated from a sample

5 One-tailed Test

A hypothesis test that involves the alfernative hypothesis describing
the parameter as being less than or greafer than the null hypothesis
value.

o Two-tailed test

A hypothesis test that involves the alfernative hypothesis describing

the parameter as faking any value that is not the null hypothesis value

7 Critical Region

The region of the probabilify distribution where the test statistic value
would result in the null hypothesis being rejected

8 Critical value

The first value of the fest statistic that could fall in the critical region
9 Significance Level

‘\ The fotal probabilify of incorvectly rejecting the nul hypothesis
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” WUAT DO I NEED TO KNOW >
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To carry out a Hypothesis Test, assume Hy is True, Then consider how
lkely the observed value of the fest stafistic was to occur. Remember
we need it to be even more unlikely than the significance level in order to
be “significant” and to reject Hy

If the fest is Two-taled there are Two crifical regions, one af each end of
the distribution. We therefore need to halve the significance level at the
end we are testing

If the Test stafistic is X ~B (n, p ) then the expected oufcome is np

If the observed value lies in crifical region we say there is sufficienf
evidence to reject Hy and conclude that H;is correct.

If observed value is not in crifical region we say there is insuf ficient
evidence to reject Ho

ALWAYS add a final line in your conclusion in the context of the question

Beware of questions that say “The probabiity in the tail should be as close
as possible fo the significance level” In these cases we may choose a
value that is actualy Slghfly more likely than the significance level
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